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Abstract—The Davies transformation is a method to transform the steering vector of a uniform circular array (UCA) to one with Vandermonde form. As such, it allows techniques such as spatial smoothing for direction-of-arrival (DOA) estimation in a correlated signal environment, developed originally for uniform linear arrays, to be applied to UCAs. However, the Davies transformation can be highly sensitive to perturbations of the underlying array model. This paper presents a method for deriving a more robust transformation using optimization techniques. The effectiveness of the method is illustrated through a number of DOA estimation examples.
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I. INTRODUCTION

By virtue of their geometry, uniform circular arrays (UCAs) are able to provide 360° of coverage in the azimuth plane. Moreover, they are known to be isotropic. That is, they can estimate the direction of arrival (DOA) of an incident signal with uniform resolution in the azimuth plane [1]. As such, UCAs are eminently suitable for applications such as radar, sonar, and wireless communications [2]. This advantage of the UCAs is counterbalanced, however, by the unaccommodating mathematical structure of their steering vectors. In particular, many important array signal processing techniques that have been developed, such as Dolph–Chebyshev beampattern design [3], and spatial smoothing for DOA estimation and adaptive and optimum beamforming in a correlated signal environment [4]–[6], apply only to uniform linear arrays (ULAs) whose steering vector has a Vandermonde structure. The steering vector of a UCA is not Vandermonde.

Currently, there are two popular approaches to transform the steering vector of a UCA to Vandermonde form. The interpolated array approach, first proposed by Bronez [7], and later, under different formulations, by Friedlander [8], Pesavento et al. [9], and Cook et al. [10]–[12], involves fitting the steering vector of the UCA to that of a ULA over an angular sector in the azimuth. Thus, it involves sector-by-sector processing, which can be inconvenient.

The second approach, proposed by Davies [13], involves transforming the steering vector of the UCA to that of a virtual array, which we termed the Davies array. The key points about this array are as follows:

1) it covers the entire azimuth plane and so does not require sector-by-sector processing;
2) its steering vector is Vandermonde, or approximately so;
3) unlike the virtual ULA of the interpolated array approach, it has no physical interpretation, i.e., it is a purely mathematical construct and is said to exist in mode space [2].

In [14], we use the Davies transformation to design Dolph–Chebyshev beampatterns for UCAs, while in [2], [15] and [16], it is used to enable DOA estimation and optimum beamforming for UCAs in a correlated signal environment.

Apart from the interpolated array and Davies array, Bührens et al. [17] recently proposed another virtual array which, like the Davies array, has no physical interpretation. The steering vector of Bührens’ array is also not Vandermonde though it is shift invariant to enable application of the ESPRIT DOA estimation algorithm. The thrust of Bührens’ work is to reduce the bias in the DOA estimates that results from Friedlander’s interpolated array. However, as with the interpolated array, Bührens’ array covers only a finite sector in the azimuth and hence also requires sector-by-sector processing.

Returning to the Davies array, we remark here that in [13], it was assumed tacitly that the antenna elements all have the same omnidirectional response, the electronics associated with each antenna element are identical, the antenna elements are located at their correct positions, and there is no mutual coupling between the antenna elements. Clearly, in any real implementation, none of these assumptions will hold. In [18], it is shown that when small errors are introduced into the model of an ideal UCA, as represented by a perturbation of its steering vector,
the performance of the virtual array can degrade appreciably. In [2], it is pointed out that these real-world effects can be ameliorated somewhat by calibration, but calibration is never perfect because of noise and systematic errors in the calibration data. In addition, changes in the environment can take a “perfectly” calibrated array out of calibration. In this paper, we show that the “calibrated Davies” transformation is also not robust.

Indeed, the whole issue of lack of robustness can be related to the phenomenon of “resonance” in classical wave mechanics [19]. Resonance is an inherent limitation of array processing and will arise for certain array geometries, that is, the placement of the antenna elements relative to the operating wavelength of the array. In the case of UCAs, these correspond to the number of virtual array elements, the number of elements in the actual array, and the array’s normalized radius (normalized with respect to the operating wavelength of the array). While in [2] and [20] it was pointed out that resonance can be circumvented with a careful choice of array geometries, or by directioning array elements, practical considerations such as hardware cost and the size of the platform where the array is to be mounted [8] may restrict the application of these methods. Moreover, it may not even be possible to avoid resonance altogether in applications involving wide-band signals or two-dimensional (2-D) (azimuth–elevation) operations since these applications involve a range of normalized radii due to the range of signal frequencies or the projection of the UCA antenna element locations to different elevation planes.

It is worthwhile pointing out here that, mathematically, the output signals of the antenna array can also be modeled as being the result of applying a sampling matrix to a representation of the propagating signal wavefield [19]. Resonance manifests itself as a loss of rank in the sampling matrix thus lowering the number of signals the UCA can resolve. However, this loss of rank does not necessarily imply a degradation in the performance of DOA estimation algorithms if the algorithms are applied to the array output directly. Therefore, it seems the idea of transforming the array output is rather pointless. Our argument is that to perform DOA estimation from the array output directly in a highly correlated signal environment, it is necessary to employ computationally intensive techniques such as the maximum-likelihood methods [21]. If the aim is to use simple DOA estimation methods such as MUSIC with spatial smoothing, then the transformation procedure is unavoidable.

The aim of this paper is to find, through global optimization techniques [22], [23], an alternative transformation that is more robust. The basis of our approach is to sacrifice the Vandermonde approximation error of the virtual array steering vector for improved robustness. The robustness of the new transformation is demonstrated by performing DOA estimation with spatial smoothing and MUSIC in a correlated signal environment. Moreover, the statistical performances of our proposal are also evaluated against root-weighted subspace fitting (WSF) (or MODE) [24].

This paper is organized as follows. In Section II, we present the optimization problem which we formulated to obtain the robust Davies transformation matrix and discuss a number of issues that determines the robustness of the Davies transformation. The solution of the optimization problem, using a quadratic semi-infinite programming technique, is described in an Appendix. The robust transformation matrix has a number of symmetry properties that can be exploited to reduce greatly the computational complexity of the numerical optimization problem. We state these properties in Section III. In Section IV, we demonstrate the effectiveness of our robustness approach through a number of numerical examples and show the calibration procedure described in [2] is also nonrobust. Finally, Section V concludes the paper.

Before proceeding further, we wish to emphasize here that both the Davies transformation matrix and our proposed transformation matrix are fixed matrices. They are determined offline during the design stage and depend only on the ideal or nominal array geometry and the number of elements in the virtual array. They are not updated during the operation of the antenna array.

II. Problem Formulation

A. The Davies Transformation

Consider a UCA with $N$ elements and radius $r$ located in the $xy$ or azimuth plane. Suppose the center of the array coincides with the origin of the spatial coordinate system, and azimuth angles are measured anti-clockwise from the $x$ axis. Suppose element 1 of the array is placed on the $x$ axis, i.e., at $\theta = 0^\circ$. Denote by $a(\theta)$ the array response (or steering) vector of the UCA in response to a narrow-band signal of wavelength $\lambda$ arriving from angle $\theta \in [-\pi, \pi]$ in the azimuth plane. The $n^{th}$ component of $a(\theta)$ is given by

$$[a(\theta)]_n = G_n(\theta) \exp\{jkr\cos(\theta - \gamma_n)\} \quad (1)$$

where $G_n(\theta)$ is the complex gain pattern of the $n^{th}$ element, $k = 2\pi/\lambda$ is the wavenumber, $\gamma_n$ is the angular position of the $n^{th}$ array element

$$\gamma_n = \frac{2\pi(n-1)}{N} \quad (2)$$

and to circumvent spatial aliasing, it is necessary that the inter-element spacing is less than $\lambda/2$ [15], [19], or alternatively, $N > 4\pi r/\lambda$. Suppose the array elements are identical and omnidirectional such that $G_n(\theta) = 1$, $n = 1, \ldots, N$. In [13], Davies proposed transforming the antenna element outputs as shown in Fig. 1, where $x_1, \ldots, x_N$ represent the baseband complex output signals of the “real” or physical array, and $y_1, \ldots, y_M, M < N$ represent the baseband complex output signals of the virtual array. In [2], it is shown that if the transformation matrix $T$ is given by

$$T = T_{DI} \triangleq JF \quad (3)$$

where $J \in \mathbb{C}^{M \times M}$ and $F \in \mathbb{C}^{M \times N}$ are given by

$$J = \text{diag}\{[j^{m-1-M_c}]\sqrt{N}J_{m-1-M_c}(kr)^{-1}\} \quad (4)$$

$$[F]_{\text{ran}} = \frac{1}{\sqrt{N}} e^{2\pi i (m-1-M_c)(n-1)/N} \quad (5)$$

For a UCA, the inter-element spacing $d = 2r \sin(\pi/N)$. 
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and where \( m = 1, \ldots, M, n = 1, \ldots, N \) denote \( \frac{1}{2} \)th-order Bessel functions of the first kind, and

\[
M_o = \frac{M - 1}{2} \in \mathbb{Z}
\]

then the \( M \)-dimensional steering vector of the virtual or Davies array, which we denote by \( \mathbf{b}_D(\theta) \), will take on, approximately, the Vandermonde form

\[
\mathbf{b}_D(\theta) = \mathbf{T}_D \mathbf{a}(\theta) = \begin{bmatrix} e^{-jM_o \theta} & \cdots & e^{-j\theta} & 1 & e^{j\theta} & \cdots & e^{jM_o \theta} \end{bmatrix}^T.
\]

Note, in view of (6), \( M \) is odd. An appropriate choice for \( M_o \), and hence \( M \) by (6), for some predetermined \( \delta \), is given by [2]

\[
\max \left\{ M_o \mid M_o \leq \frac{N - 1}{2} \text{ and } \left| \frac{J_{M_o - N}(kr)}{J_{M_o}(kr)} \right| < \delta \right\}
\]

where the first inequality relates to the spatial sampling condition [15], [19], and the second inequality determines the accuracy of the approximation in (7).

To facilitate our subsequent discussions, we define the vector

\[
\mathbf{b}(\theta) = [e^{-jM_o \theta} \ldots e^{-j\theta} 1 e^{j\theta} \ldots e^{jM_o \theta}]^T.
\]

**B. Problem Statement**

The lack of robustness of the Davies transformation can be traced to the construction of \( \mathbf{J} \). As can be seen from (4), for certain choices of \( m_o, M_o \), and \( kr \), the magnitude of one or more of the diagonal elements of \( \mathbf{J} \) can approach infinity as the corresponding value of \( J_{m_o - M_o}(kr) \) approaches zero. Accordingly, the norm of \( \mathbf{T}_D \) can become very large. However, the square of the norm of \( \mathbf{T}_D \) gives a measure of the noise amplification of the transformation matrix. Therefore, for a \( \mathbf{T}_D \) with large norm, small perturbations in \( \mathbf{a}(\theta) \) will translate to large perturbations in \( \mathbf{b}_D(\theta) \).

Based on the above observation, we formulate the following quadratic semi-infinite optimization problem to find a more robust transformation matrix. The basic idea is to trade off the approximation error in the transformation of \( \mathbf{a}(\theta) \) for robustness.

Denote the robust transformation matrix by \( \mathbf{T}_R \in \mathbb{C}^{M \times N} \). We find \( \mathbf{T}_R \) as follows:

**Problem (P1) :**

\[
\min_{\mathbf{T}_R} \|\mathbf{T}_R\|^2_F
\]

subject to

\[
\|\mathbf{T}_R \mathbf{a}(\theta) - \mathbf{b}(\theta)\|_C \leq \varepsilon, \quad \forall \theta \in [-\pi, \pi]
\]

where \( \varepsilon = [\varepsilon_1 \varepsilon_2 \cdots \varepsilon_M]^T \), \( \varepsilon_m \in \mathbb{R}_+ \), \( m = 1, \ldots, M \), \( \| \cdot \|_F \) denotes the Frobenius norm, and \( \| \cdot \|_C \) denotes the vector of complex absolute value norms defined by

\[
\| \mathbf{x} \|_C = \max \{ \| \text{Re} \{x_1 \} \|, \| \text{Im} \{x_1 \} \| \} \cdots \max \{ \| \text{Re} \{x_M \} \|, \| \text{Im} \{x_M \} \| \}
\]

where \( \mathbf{x} \in \mathbb{C}^M \) and \( x_m \) is the \( m \)th element of \( \mathbf{x} \).

The salient feature of the above formulation is that the rows of \( \mathbf{T}_R \) are not coupled. Accordingly, (P1) can be solved efficiently, row by row, as follows:

**Problem (P2) :** For \( m = 1, \ldots, M \),

\[
\min_{\mathbf{t}_m} \|\mathbf{t}_m\|^2_F
\]

subject to

\[
\|\text{Re} \{e_m(\theta)\}\| \leq \varepsilon_m \quad \text{and} \quad \|\text{Im} \{e_m(\theta)\}\| \leq \varepsilon_m, \quad \forall \theta \in [-\pi, \pi]
\]

where

\[
e_m(\theta) = \mathbf{t}_m^T \mathbf{a}(\theta) - b_m(\theta)
\]

and \( \mathbf{t}_m^T \) is the \( m \)th row of \( \mathbf{T}_R \).

Problem (P2) results in \( M \) quadratic semi-infinite programming problems. In Appendix I, we summarize the dual parametrization method [22], [23] to solve these problems. This method has significant advantages over other existing semi-infinite programming methods [25].

**Remarks:**

1) If for a given \( m \), the feasible set of the corresponding subproblem of (P2) is nonempty, then that subproblem has a unique solution. This follows since the cost function of the subproblem is strictly convex and the constraints define a convex region in \( \mathbf{t}_m \).

2) If for a given \( m, \varepsilon_m \geq 1 \), then for that \( m, (P2) \) has the trivial solution \( \mathbf{t}_m = \mathbf{0} \) since \( \| b_m(\theta) \| = 1 \).

**C. Design for Robustness**

The robustness of \( \mathbf{T}_R \) depends on its norm. As a rough guide, the square of the norm of each row of \( \mathbf{T}_R \) should not greatly exceed \( N/M \). The reasoning is as follows. Suppose array imperfection can be modeled as (complex) noise output from the antenna elements, and the real and imaginary parts of these “noise” terms are independent with identical variance \( \sigma_n^2 \), and the “noise” terms from the antenna elements are mutually independent. The total “noise” from the \( N \)-element array is then given by \( 2N \sigma_n^2 \). Suppose the robust transformation matrix has Frobenius norm \( \| \mathbf{T}_R \|_F \). The total “noise” at the output of the virtual array is then given by \( 2\| \mathbf{T}_R \|^2_F \sigma_n^2 \). If the transformation is required to not increase “noise,” then we require \( 2N \sigma_n^2 \geq 2\| \mathbf{T}_R \|^2_F \sigma_n^2 \), or \( \| \mathbf{T}_R \|^2_F \leq N \). Finally, suppose the “noise gain” is distributed.
uniformly over the elements of the virtual array. This yields
\[ ||t_m||_F^2 = ||T_R||_F^2/M \leq N/M.\]

The above consideration leads to the following strategy to make the Davies transformation matrix \( T_D \) robust. We first compute \( T_D \) and then check its row norms. We retain as many rows as possible since \( T_D \) gives the best \( L^2 \) approximation of the UCA steering vector in mode space [19]. We replace only those rows whose norm is excessively large with rows found by solving the corresponding subproblems of (P2). Suppose row \( m \) of \( T_D \) is to be replaced. We first set the optimization parameter \( \varepsilon_m \) to 0.7. We then either increase or decrease \( \varepsilon_m \) depending on the norm of \( t_m \) found by solving (P2) and the performance of the subsequent DOA estimation procedure.

D. Some General Remarks

1) To accomplish DOA estimation in both azimuth and elevation, a separate \( T_R \) (or \( T_D \)) will be required for each elevation angle [15].

2) Calibration data can be used to find a calibration matrix \( C \) (see, for example, [2], [26], and [27]). The transformation matrix is then given by \( T = T_D C \) or \( T = T_R C \). This step can be performed, however, only if \( C \) is well conditioned, as otherwise it will give rise to large norms in the rows, or some of the rows, of \( T \).

3) Alternatively, similar to [2], calibration data can be incorporated into the robust matrix \( T_R \) by replacing the ideal \( a(\theta) \) in the constraint of (P2) with the measured \( a(\theta) \). However, this will require (P2) to be solved online whenever a new set of calibration data becomes available. Notwithstanding, it will be shown in Section IV that there is no practical advantage in performing calibration.

III. Symmetry Properties of the Transformation Matrix

It is easy to see from (3) and (5) that the Davies transformation matrix \( T_D \) will possess a number of symmetry properties between its rows as well as amongst the elements across a row. As it transpires, the robust transformation matrix \( T_R \) that results from solving problem (P2) also exhibits the same symmetry. In this section, we summarize these properties. Their proofs are given in the appendices. In the next section, we give a numerical example demonstrating how the symmetry properties can be exploited to greatly reduce the computational effort required to solve (P2).

For convenience, we first renumber the rows of \( T_R \) as follows.
\[ \tilde{t}_{m-M_0-1} = t_m, \quad m = 1, \ldots, M \]

where \( M_0 \) is given by (6). Thus, the first row of \( T_R \) is \( \tilde{t}_{-M_0}(m = 1) \); the last row is \( \tilde{t}_{M_0}(m = M) \), and the middle row is \( \tilde{t}_0(m = M_0 + 1) \). Likewise, we renumber the error terms and bounds on the constraints of (P2), respectively, as follows:
\[ \tilde{e}_{m-M_0-1}(\theta) = e_m(\theta), \quad m = 1, \ldots, M \]

and
\[ \tilde{e}_{m-M_0-1} = e_m, \quad m = 1, \ldots, M. \]

The above notations lead to the following alternate statement of problem (P2).

Problem (P3): For \( p = -M_0, \ldots, M_0 \)
\[ \min_{\tilde{t}_p} ||\tilde{t}_p||_F^2 \]
subject to
\[ \text{Re} \{ e_p(\theta) \} \leq \bar{\varepsilon}_p \quad \text{and} \]
\[ \text{Im} \{ e_p(\theta) \} \leq \bar{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi] \]
\[ \text{where, from (13) and (1)} \quad \text{with } G_n(\theta) = 1 \]
\[ e_p(\theta) = \tilde{t}_p^T a(\theta) - e^{j\theta} \]
\[ = \sum_{n=1}^{N} \tilde{t}_p[n] \exp \{ j k r \cos (\theta - \gamma_n) \} - e^{j\theta}. \]

Theorem 1: If \( \tilde{e}_{-p} = \tilde{e}_{p}, p = 0, \ldots, M_0 \), then the rows of \( T_R \) satisfy
\[ \tilde{t}_{-p} = (-1)^p \tilde{t}_{p}^*. \]

Proof: See Appendix II.

Corollary: The elements of \( \tilde{t}_0 \) are real.

Theorem 1 asserts that the \( (\pm p) \)th subproblem of (P3) is solved once the \( p \)th subproblem is solved. The number of subproblems in (P3) that one needs to solve is thus approximately halved. The next theorem relates the symmetries that exist amongst the elements of a row of \( T_R \). This theorem is highly significant since it can greatly reduce the number of decision variables in each subproblem of (P3) leading to a much reduced computational time as well as a numerically more accurate solution.

Recall the UCA has \( N \) elements and is oriented with element 1 at \( \theta = 0^\circ \).

Theorem 2: The row elements of \( T_R \) satisfy the following symmetry properties where \( \lfloor \cdot \rfloor \) and \( \lceil \cdot \rceil \) denote the ceiling and floor operators, respectively. For \( p = 0, \ldots, M_0, i = 0, \ldots, (N - 1) \)
\[ \tilde{t}_{p} \{ 1 + \lfloor \frac{i}{2} \rfloor + m \} \mod N + 1 \]
\[ = e^{-j2 \pi (1 - \frac{2i}{N}) \frac{p}{2}} \tilde{t}_{p} \{ 1 + \lfloor \frac{i}{2} \rfloor - m \} \mod N + 1 \]
\[ \text{provided} \]
\[ 2p \left( 1 - \frac{2i}{N} \right) \in \mathbb{Z}. \]

Proof: See Appendix III.

An example illustrating the application of Theorem 2 is given in the next section.

IV. Numerical Examples

A. Reduction of Decision Variables

Consider a UCA with \( N = 12, M = 9, \) and \( r = 0.61 \lambda \). Rows \( \tilde{t}_{-1} \) and \( \tilde{t}_1 \) (i.e., \( t_4 \) and \( t_5 \)) of the Davies transformation matrix \( T_D \) of this array were found to have large norms. Accordingly, as per the design strategy described in Section II-C, we would solve (P3) twice, once for \( \tilde{t}_{-1} \) and once for \( \tilde{t}_1 \). However, Theorem 1 says we only need to solve (P3) once. Suppose we choose to solve for \( \tilde{t}_1 \).

We assume element 1 is at \( \theta = 0^\circ \) with no loss of generality.
From (22) of Theorem 2, we next look for \( i, i \in \{0, \ldots, 11\} \), such that 
\[ 2p(1 - (2j/N)) = 2(1 - (i/6)) \]
This gives \( i = 0, 3, 6, 9 \). The symmetry relations for the elements of \( \tilde{\mathbf{t}}_i \) are thus given by
\[
\begin{align*}
\tilde{t}_{i}&(1-n)_{\text{mod} 2+1} = (-1)^{i} \tilde{t}_{i}(n-1)_{\text{mod} 2+1}, \\
\tilde{t}_{i}&(2-n)_{\text{mod} 2+1} = (-j)^{i} \tilde{t}_{i}(n+1)_{\text{mod} 2+1}, \\
\tilde{t}_{i}&(4-n)_{\text{mod} 2+1} = (+1)^{i} \tilde{t}_{i}(n+2)_{\text{mod} 2+1}, \\
\tilde{t}_{i}&(5-n)_{\text{mod} 2+1} = (+j)^{i} \tilde{t}_{i}(n+4)_{\text{mod} 2+1}.
\end{align*}
\]
Denote the \( k \)th element of \( \tilde{\mathbf{t}}_i \) by \( \alpha_n + j\beta_n \), where \( \alpha_n, \beta_n \in \mathbb{R} \). Application of the above symmetry relations yields the structure for the row elements of \( \tilde{\mathbf{t}}_i \) found in (27), shown at the bottom of the page. Clearly, there are only three distinct decision variables, as opposed to 24 in the original problem. Substituting (27) into (P4) with \( p = 1 \), and simplifying the expression, the problem can be rewritten as a standard quadratic semi-infinite programming problem as follows.

**Problem (P4):**

\[
\begin{align*}
\min_{\beta_2, \gamma_2} \left( 8\beta_2^2 + 4\beta_2^2 + 8\beta_2^2 \right) &= \min_{\xi} \frac{1}{2} \xi^T \mathbf{Q} \xi
\end{align*}
\]
subject to
\[
\begin{align*}
\mathbf{A}(\theta) \xi - \mathbf{c}(\theta) &= 0, \quad \forall \theta \in [-\pi, \pi]
\end{align*}
\]
where
\[
\begin{align*}
\xi &= [\alpha_2 \beta_2 \beta_2]^T \in \mathbb{R}^3 \\
\mathbf{Q} &= \text{diag}(16, 8, 16) \\
\mathbf{A}(\theta) &= \text{Re}[\mathbf{g}(\theta)] - \text{Re}[\mathbf{g}(\theta)] \\
\mathbf{c}(\theta) &= [\check{\xi}_2 + \cos \theta \ \check{\xi}_1 - \cos \theta \ \check{\xi}_1 + \sin \theta \ \check{\xi}_1 - \sin \theta]^T \in \mathbb{R}^4
\end{align*}
\]
and
\[
\mathbf{g}(\theta) = \begin{bmatrix}
4 \sin (kr \frac{1}{2} \cos \theta) \cos (kr \frac{2}{3} \sin \theta) \\
-2 \sin (kr \cos \theta) \\
-4 \cos (kr \frac{2}{3} \cos \theta) \cos (kr \frac{1}{2} \sin \theta) \\
+ j \left[ 4 \cos (kr \frac{2}{3} \cos \theta) \sin (kr \frac{1}{2} \sin \theta) \\
-2 \sin (kr \cos \theta) \\
-4 \cos (kr \frac{1}{2} \cos \theta) \sin (kr \frac{2}{3} \sin \theta) \right]
\end{bmatrix}.
\]

**B. Performance of the Robust Transformation Matrix With MUSIC**

In [18], it was shown that the Davies transformation can be highly susceptible to perturbations in \( \theta \). In the next set of numerical studies, we investigate the performance of the robust transformation matrix for a UCA with radius 1.118\( \lambda \), \( N = 15 \), and \( M = 13 \), and a signal scenario consisting of five fully correlated signals, each with an signal-to-noise ratio (SNR) of 10 dB, arriving from \(-150^\circ, -100^\circ, 0^\circ, 37^\circ, \) and \( 85^\circ \). The MUSIC algorithm was chosen to visualize the effectiveness of our proposal. Fig. 2 shows the MUSIC spectrum obtained from the UCA where the spectrum was calculated using a 200-snapshot finite-sample covariance matrix, and forward-backward spatial smoothing [4] with five subarrays, each of nine elements, was implemented on the Davies array to restore the rank of the covariance matrix. Noise prewhitening was also invoked since the noise in the Davies array is not spatially white [2]. Fig. 2 also shows the MUSIC spectra that result after the array was subjected to three independent realizations of perturbations, denoted by “Perturbed 1”, “Perturbed 2”, and “Perturbed 3” (see Table 1). In each realization, the complex gain of each antenna element was individually perturbed from the nominal gain of 1, its position was perturbed from its nominal position, where the perturbations in the \( x \) and \( y \) directions are independent, and mutual coupling between the antenna elements was introduced. Mutual coupling was assumed to be significant only for adjacent UCA elements. The steering vector of the nonideal UCA is given by \( \mathbf{\hat{m}}(\theta) \) where

\[
\mathbf{M} = \begin{bmatrix}
1 & \delta(c)^0 & \cdots & \delta(c)^0 \\
\delta(c)^0 & \ddots & \cdots & \vdots \\
\vdots & \cdots & \ddots & \delta(c)^0 \\
\delta(c)^0 & \cdots & \cdots & \delta(c)^0
\end{bmatrix}
\]

\[
\delta(c)^0 = \delta(c)^{01} + j\delta(c)^{02}
\]

\[
\hat{\mathbf{m}}(\theta) = \left[ 1 + \delta(c)^{01} + j\delta(c)^{02} \right] \times \exp \left\{ j k r \left[ \cos \theta \left( \cos \gamma_n + \delta(c)^{03} \right) + \sin \theta \left( \sin \gamma_n + \delta(c)^{05} \right) \right] \right\}.
\]

\( \mathbf{M} \) is the mutual coupling matrix with complex perturbations \( \delta(c)^{01}, \delta(c)^{02} \) and \( \hat{\mathbf{m}}(\theta) \) is the perturbations on the complex gain, and \( \delta(c)^{03}, \delta(c)^{05} \) gives the perturbations (relative to \( r \)) in the \( x \) and \( y \) direction of the \( j \)th UCA element. The distributions of the perturbations are as follows:

\[
\delta(c)^{01}, \delta(c)^{02} \sim \mathcal{N}(0, 0.02), \quad \delta(c)^{03}, \delta(c)^{05} \sim \mathcal{N}(0, 0.005), \quad \delta(c)^{03}, \delta(c)^{05} \sim \mathcal{N}(0, 0.01).
\]

Clearly, the MUSIC spectra of the perturbed arrays in Fig. 2, with missed and false peaks, are unacceptable. It may be surprising that the ideal UCA also failed to work correctly in this scenario. This can be attributed to the fact that the finite-sample covariance matrix, rather than the exact covariance matrix, was used in the computation of the MUSIC spectra. The difference between these two matrices resembles a perturbation of the UCA which is amplified by the large row norms in the Davies matrix. It can be shown that MUSIC can accurately resolve the signals if the exact covariance matrix is used, although in practice it is almost impossible to obtain a perfect estimate of such a matrix.
Table II summarizes the squared-norm and maximum real and imaginary errors of each row of the Davies matrix. As can be seen, the squared-norms of rows 6 and 8 greatly exceed the robustness criterion of $N/M = 15/13 = 1.15$.

To derive the robust transformation matrix $T_R$, we replace rows 6 and 8 of the Davies matrix by rows found by solving (P3) with $\tilde{\epsilon}_1$ set to 0.7. The MUSIC spectra obtained from $T_R$ are shown in Fig. 3 where the perturbed arrays are the same as those in Fig. 2. The characteristics of $T_R$ are also summarized in Table II. Note the increase in approximation error in rows 6 and 8. Note too that although the norm of rows 6 and 8 of $T_R$ is still much greater than the recommended $N/M = 1.15$, $T_R$ appears to perform satisfactorily. This suggests the $N/M$ criterion is overly conservative.

Next, we assume the array was perturbed but calibration data are available for the first perturbed array, i.e., “Perturbed 1” of Table I and Figs. 2 and 3. This allows us to apply a least squares fit as in [2] to derive the calibrated Davies transformation matrix.

In our application of the least-squares fit, we assumed *perfect* calibration data were available for “Perturbed 1” where the calibration was performed over a uniform grid spacing of $5^\circ$. Fig. 4 shows the MUSIC spectrum obtained for the calibrated array. As can be seen, the calibrated array failed to resolve all signals, for the same reason as the ideal case of Fig. 2, except that here the robustness problem is compounded by the large approximation.

![Fig. 2. MUSIC spectra of ideal UCA and three perturbed UCAs with the Davies matrix and finite-sample covariance matrix.](image)

![Fig. 3. MUSIC spectra of ideal UCA and three perturbed UCAs with robust transformation matrix and finite-sample covariance matrix.](image)
errors (see Table III). In addition, as can be seen from Table III, the transformation matrix of the calibrated array also has large row norms. Therefore, if the perturbations are time-varying such that the calibrated array is perturbed further to, say, "Perturbed 2" or "Perturbed 3," then MUSIC will also suffer severe degradation, as can be seen from Fig. 4. Likewise, the performance of the "Ideal" array also degrades severely since in this scenario, the "Ideal" array can be regarded as just another perturbation from the calibrated array. An alternative interpretation of the above result is that, suppose calibration data were corrupted by measurement errors, then severe degradation in performance can also result.

Finally, we follow Remark 2 of Section II-D and combine the robust transformation matrix with the calibrated array transformation matrix of "Perturbed 1" (see Table III) such that the transformation matrix is now \( T = T_C T_R \). The calibrated matrix is found to be well conditioned. Fig. 5 shows the MUSIC spectra obtained from the same set of arrays as in Figs. 2–4 but with the calibrated robust matrix. Comparing Figs. 4 and 5, it is clear that the calibration step of [2] does not yield a robust transformation matrix, while the calibrated robust matrix can perform satisfactorily. In addition, comparing Figs. 3 and 5, we observe that the robust matrix will perform just as well without calibration. However, the requirement for \( C \) to be well conditioned restricts its application in general. Moreover, incorporating \( C \) can add a degree of uncertainty into the performance, since as compared with the robust matrix \( T_R \), the row norms of the calibrated matrix \( T \) can increase from the use of \( C \) even when \( C \) is well conditioned (compare Tables II and III). For these reasons, we shall omit the calibration procedure when determining \( T_R \).

### C. RMSE Performance of the Robustness Transformation Matrix With Root-WSF

While the MUSIC spectra provide a good visualization of the problem with robustness in the Davies transformation and the effectiveness of our proposal to mitigate this problem, they do not give any statistical performance. In the following examples, we evaluate the RMSE performances of both the Davies and the robust matrices with respect to the root-WSF algorithm [24]. Root-WSF has a maximum likelihood (ML)-like performance in correlated signal environments, and like MUSIC with spatial smoothing, also requires Vandermonde form in the array steering vector.

#### Scenario 1: RMSE Versus Angular Separation without a Large Norm in \( T_R \)

As a point of reference, we begin with a UCA with \( \tau = 0.721\lambda, N = 15, \) and \( M = 13 \). This gives a well-behaved Davies matrix, as can be seen from Table IV. The squared norm of rows 1 and 13 (i.e., 8.802 79) is larger than \( N/M = 1.15 \), it is still at the same order of magnitude. Hence, the UCA is robust and only a small performance improvement can be obtained via the proposed procedure. In this scenario, three fully correlated signals (with correlation coefficient of 1), each with SNR of 0 dB, were present. The DOAs of two of the signals were fixed to \(-60^\circ\) and \(0^\circ\), while the third was allowed to step from \(30^\circ\) to \(60^\circ\), in increments of \(2.5^\circ\). The number of
**TABLE IV**

Characteristics of the Davies and Robust Transformation Matrices for $N = 15$, $M = 13$, and $r = 0.721\lambda$

<table>
<thead>
<tr>
<th>Row #</th>
<th>Davies Matrix</th>
<th>Squared-norm</th>
<th>Max Error ($\times 10^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 13</td>
<td>8.80279</td>
<td>2.25268</td>
<td></td>
</tr>
<tr>
<td>2, 12</td>
<td>1.68193</td>
<td>0.36749</td>
<td></td>
</tr>
<tr>
<td>3, 11</td>
<td>0.53753</td>
<td>0.00732</td>
<td></td>
</tr>
<tr>
<td>4, 10</td>
<td>0.37360</td>
<td>0.00060</td>
<td></td>
</tr>
<tr>
<td>5, 9</td>
<td>1.55657</td>
<td>0.00233</td>
<td></td>
</tr>
<tr>
<td>6, 8</td>
<td>1.15926</td>
<td>0.00033</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.68155</td>
<td>0.00008</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE V**

Characteristics of the Davies Transformation Matrices for $N = 15$, $M = 13$, and $r = 0.818\lambda$

<table>
<thead>
<tr>
<th>Row #</th>
<th>Davies Matrix ($r = 0.818\lambda$)</th>
<th>Robust Matrices (I) and (II)</th>
<th>Squared-norm</th>
<th>Max Error ($\times 10^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 13</td>
<td>3.14200</td>
<td>(I) 19.462</td>
<td>(II) 2.087</td>
<td>(I) 0.8593</td>
</tr>
<tr>
<td>2, 12</td>
<td>0.85806</td>
<td></td>
<td>0.0092</td>
<td></td>
</tr>
<tr>
<td>3, 11</td>
<td>0.42231</td>
<td></td>
<td>0.01560</td>
<td></td>
</tr>
<tr>
<td>4, 10</td>
<td>0.57908</td>
<td></td>
<td>0.00328</td>
<td></td>
</tr>
<tr>
<td>5, 9</td>
<td>168062.2</td>
<td>(I) 19.462</td>
<td>(II) 2.087</td>
<td>(I) 0.8593</td>
</tr>
<tr>
<td>6, 8</td>
<td>0.57741</td>
<td></td>
<td>0.00121</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.84654</td>
<td></td>
<td>0.00011</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 6.** Average RMSE and bias performances of DOA estimation algorithms on the Davies array versus angular position of the third signal, for two different $r/\lambda$'s.

Snapshots $K$ was fixed at 200 and 500 Monte Carlo trials were conducted. The UCA was subjected to the same perturbation statistics as given in Section IV-B. The RMSE and bias results are shown in Fig. 6 and will be discussed together with the results of Scenario 2.

**Scenario 2: RMSE Versus Angular Separation With a Large Norm in $T_D$.** Scenario 1 is repeated for $r = 0.818\lambda$ and the results shown in Table V and Fig. 6. As observed in Table V, the squared norm for rows 5 and 9 of the new $T_D$ is very large, viz. 168062.2. It should be clear from Fig. 6 that although the introduction of array perturbations can degrade significantly the RMSE performance in Scenario 1 ($r = 0.721\lambda$), all three signals were successfully resolved by both the ideal and nonideal UCAs. In addition, the biases are noticeably small. On the other hand, the RMSE and bias performances of Scenario 2 (see Fig. 6, $r = 0.818\lambda$) reveal that the large row norms can cause root-WSF to fail, regardless of whether array perturbations exist. The reason for this is because, with 200 snapshots, the estimated covariance matrix will differ from the exact covariance matrix and this difference is amplified by the large row norm of $T_D$. In fact, it can be verified that when the exact covariance matrix is used, the bias of root-WSF for the ideal UCA is very small—in the order of 0.001°.

**Scenario 3: RMSE Versus Angular Separation for Robust Matrices:** Scenario 2 was repeated with the robust matrices shown in Table V. Two robust matrices, with row norms of 19.462 (denoted by I) and 2.087 (denoted by II), were generated for comparisons. The RMSE and bias performances are given in Fig. 7. It is clear by comparing Figs. 6 and 7 that the proposed procedure is able to improve significantly the RMSE performances of the DOA estimator for the $r = 0.818\lambda$ array. For larger angles of the third signal, (I) achieves lower RMSE than (II), though (I) has a poorer threshold performance than (II). In general, the RMSE of (II) is dominated by the bias component, while that of (I) is dominated by the variance. This can be understood from the larger norms of (I) giving a larger variance in the estimate, yet a better Vandermonde approximation, which implies a smaller bias.

**Scenario 4: RMSE Versus SNR for Robust Matrices:** In the fourth scenario (see Fig. 7), the three signals were fixed at $-60^\circ$, $0^\circ$, and $40^\circ$, and the SNR was varied between $-10$ dB and $10$ dB, in steps of $1$ dB. All other parameters were kept the same as in Scenario 3. It appears that the RMSE performances of root-WSF stayed approximately the same for larger SNRs. This is not surprising since the largest sources of error are array perturbations and the transformation error introduced by the proposed procedure. While a higher SNR can improve the estimate of the covariance matrix, it does not reduce these errors. As in Scenario 3, it is observed that the RMSEs of (II) are generally poorer than (I) and are dominated by the bias component, while those of (I) are dominated by the variance. However, (I) has a lower SNR threshold performance as compared with (II).
Scenario 5: RMSE Versus Number of Snapshots for Robust Matrices: The fifth scenario shown in Fig. 7 follows from Scenario 4, except that the SNRs were fixed at 0 dB, and the number of snapshots was varied from 20 to 10,000. As in the case of varying SNRs, increasing the number of snapshots does not have a significant impact on the RMSE performance for the same underlying reason that the model errors are fixed for a given Monte Carlo trial. The same trend as in Scenarios 3 and 4 is also seen here when comparing between (I) and (II).

Scenario 6: RMSE Versus Correlation Coefficient for Robust Matrices: The sixth scenario shown in Fig. 7 set the two signals at 0° and 40° to be fully correlated (with correlation coefficient of 1), while the third signal at −60° had a different correlation coefficient ρ with the pair of fully correlated signals where ρ ∈ [0, 1] and ρ is varied in steps of 0.1. All other parameters are kept the same as in Scenario 5. Here, the impact of correlation is clearly seen in (I) where the performance degrades with an increase in correlation. The same trend can also be seen in (II), even though the poor bias performance appears to dominate the RMSEs for small correlation values (of less than 0.3).

Scenarios 2 to 6 above with  involves a pair of rows of very large norms. Thus, the proposed procedure can mean the difference between success and failure in DOA estimation. However, in a general situation where the row norms are of moderate values, the performance improvement may not be as dramatic. Moreover, since the sacrifice in transformation error can worsen the performance of DOA estimation with respect to certain parameters such as signal separation, careful consideration is necessary when applying the proposed procedure to obtain an overall improvement in performance (e.g., RMSE) with respect to all parameters (or at least, to those of interest). This has been demonstrated in the comparison between different target row norms (I) and (II). As such, the rough guide for the target row norms described earlier, while instructive of the imperfection noise amplification, is incomprehensive. Instead, an ad hoc trial and error procedure that checks the performance (of DOA estimation) over a range of row norms is more appropriate to optimize the robustness design.

Finally, we remark first that after testing with different array geometries, the dual parametrization procedure was found to be reliable and that it converges to the optimal solution within a few minutes with MATLAB on a 1-GHz Pentium IV PC. In any event, the computational time is not a major concern since $T_R$ is computed offline. Second, as with the Davies matrix $T_D$, the robust transformation matrix $T_T$ induces a bias in the DOA estimates. This bias is unavoidable and is due to the approximation error between the steering vector of the virtual array and its desired Vandermonde form.

V. CONCLUSION

In this paper, we addressed the important problem of direction finding with simple DOA estimation algorithms and with non-ideal UCAs in correlated signal environments. We showed that a crucial step in the solution is to find a robust transformation matrix to transform the steering vector of the UCA to one with Vandermonde form. The robust matrix is found by posing and solving a quadratic semi-infinite optimization problem, which
trades off the Vandermonde approximation error with a matrix of lower norm. We showed that, by an appropriate formulation, we can decompose the problem into a set of much simpler optimization problems which can then be solved efficiently using the dual parametrization method of [22], [23]. Each subproblem yields a row of the robust transformation matrix. We showed further that the robust transformation matrix possesses a number of symmetrical properties between its rows and across the elements of its rows. These symmetries allow us to increase further the computational efficiency of the dual parametrization algorithm as well as the numerical accuracy of the optimum solution. Finally, we showed that we can control through the optimization parameter $\varepsilon_m$, a tradeoff between bias and variance of the DOA estimates. The robustness and effectiveness of the new transformation matrix is demonstrated through a series of numerical examples.

APPENDIX I

DUAL PARAMETRIZATION METHOD

We summarize here the dual parametrization method of [22] and [23] as applied to solve (P2), (P3), and (P4). Note that, for the sake of generality in presentation, we adopt in this Appendix a set of notations that differ somewhat from the remainder of this paper. In Section C of this appendix, we provide the mapping between the notations of this Appendix and those of problems (P3) and (P4).

A. Problem Statement

Consider the following quadratic semi-infinite programming problem.

**Problem (P5):**

\[
\min_{\mathbf{u}} \frac{1}{2} \mathbf{u}^T \mathbf{R} \mathbf{u}
\]

subject to

\[
|\mathbf{a}^T(\theta) \mathbf{u} - b(\theta)|_c \leq \varepsilon, \quad \forall \theta \in [\theta_a, \theta_b]
\]

where $\mathbf{u} \in \mathbb{C}^N, \mathbf{R} \in \mathbb{C}^{N \times N}$ is positive definite, $\mathbf{a}(\theta) \in \mathbb{C}^N, b(\theta) \in \mathbb{C}, \varepsilon \in \mathbb{R}_+$, and

\[
|\mathbf{a}^T(\theta) \mathbf{u} - b(\theta)|_c = \max\{|\text{Re}\{\mathbf{a}^T(\theta) \mathbf{u} - b(\theta)\}|, \quad |\text{Im}\{\mathbf{a}^T(\theta) \mathbf{u} - b(\theta)\}|\}.
\]

Problem (P5) can be rewritten as follows.

**Problem (P6):**

\[
\min_{\mathbf{x}} \frac{1}{2} \mathbf{x}^T \mathbf{Q} \mathbf{x}
\]

subject to

\[
\mathbf{A}(\theta) \mathbf{x} - \mathbf{b}(\theta) \leq 0, \quad \forall \theta \in [\theta_a, \theta_b]
\]

where

\[
\mathbf{x} = [\text{Re}\{\mathbf{u}^T\}, \quad \text{Im}\{\mathbf{u}^T\}]^T \in \mathbb{R}^{2N}
\]

\[
\mathbf{Q} = \begin{bmatrix}
\text{Re}\{\mathbf{R}\} & -\text{Im}\{\mathbf{R}\} \\
\text{Im}\{\mathbf{R}\} & \text{Re}\{\mathbf{R}\}
\end{bmatrix} \in \mathbb{R}^{2N \times 2N}
\]

and

\[
\mathbf{A}(\theta) = \begin{bmatrix}
\text{Re}\{\mathbf{a}^T(\theta)\} & -\text{Im}\{\mathbf{a}^T(\theta)\} \\
-\text{Re}\{\mathbf{a}^T(\theta)\} & \text{Im}\{\mathbf{a}^T(\theta)\} \\
\text{Im}\{\mathbf{a}^T(\theta)\} & \text{Re}\{\mathbf{a}^T(\theta)\} \\
-\text{Im}\{\mathbf{a}^T(\theta)\} & -\text{Re}\{\mathbf{a}^T(\theta)\}
\end{bmatrix} \in \mathbb{R}^{4 \times 2N}
\]

B. The Method

We describe now the dual parametrization method to solve (P6) [25]. Consider first the parametrized dual problem with $k$ index parameters.

**Problem (P7k):**

\[
\min_{\mathbf{x}, \lambda^{(k)}, \theta^{(k)}} \frac{1}{2} \mathbf{x}^T \mathbf{Q} \mathbf{x} + \sum_{j=1}^{k} \mathbf{b}^T(\theta_j) \lambda_j
\]

subject to

\[
\mathbf{Q} \mathbf{x} + \sum_{j=1}^{k} \mathbf{A}^T(\theta_j) \lambda_j = 0, \quad \lambda_j \geq 0 \quad \text{and} \quad \theta_a \leq \theta_j \leq \theta_b, \quad j = 1, \ldots, k
\]

where $\lambda_j \in \mathbb{R}^4, \lambda^{(k)} = [\lambda_1^T \lambda_2^T \cdots \lambda_k^T]^T$, and $\theta^{(k)} = [\theta_1 \theta_2 \cdots \theta_k]^T$. The main results relating (P6) and (P7k) are stated in the following theorem [22].

**Theorem A1:**

a) There exists a $k^*$ satisfying $0 \leq k^* \leq 2N$ such that the optimal value sequence $\{V(P7k)\}_{k=1}^{k^*}$ decreases strictly, and for $k > k^*, V(P7k) = V(P7k^*)$.

b) The number $k^*$ in a) is the smallest whole number such that for any $k \geq k^*$, the global solution of (P7k) provides the solution of (P6) in the sense that, if $(\mathbf{x}^*, \lambda^*, \theta^*)$ is a solution of (P7k), $k \geq k^*$, then $\mathbf{x}^*$ is the solution of (P6).

Based on Theorem A1, [23] develops the following algorithm. Define first the following problem.

**Problem (P8k):** For a given $k$ and $\theta^{(k)} = [\theta_1 \theta_2 \cdots \theta_k]^T$

\[
\min_{\mathbf{x}^{(k)}} \frac{1}{2} \mathbf{x}^T \mathbf{Q} \mathbf{x} + \sum_{j=1}^{k} \mathbf{b}^T(\theta_j) \lambda_j
\]

subject to

\[
\mathbf{Q} \mathbf{x} + \sum_{j=1}^{k} \mathbf{A}^T(\theta_j) \lambda_j = 0 \quad \text{and} \quad \lambda_j \geq 0, \quad j = 1, \ldots, k
\]

The algorithm is given by the following sequence of steps.

Step 1) **Initialization.** Choose any $\mathbf{x}(0) \in \mathbb{R}^N$, a small number $\delta > 0$, an integer $I$, an increasing sequence of integers $\{k_i\}$, and a sequence of parametrization sets $\Theta(i) = \{\theta_j(i)\}$
\[ \theta_j(i) \in [\theta_a, \theta_b], j = 1, \ldots, k_i \] such that its density distance from \([\theta_a, \theta_b]\), defined by

\[ d(\Theta(i), [\theta_a, \theta_b]) = \max_{\theta \in [\theta_a, \theta_b]} \min_{1 \leq j \leq k_i} |\theta - \theta_j(i)| \]  

satisfies

\[ d(\Theta(i), [\theta_a, \theta_b]) \to 0 \quad \text{as} \quad i \to \infty. \]  

Let \( \mathcal{E}(0) = \emptyset \).

Step 2) Set \( i = i + 1 \).

Find \( \mathcal{G}(i) = \{ \theta \in \Theta(i) | \mathcal{A}(\theta)x(i - 1) - \mathbf{b}(\theta) \geq 0 \} \cup \mathcal{E}(i - 1) \).

Suppose \( \mathcal{G}(i) \) has \( l_i \) elements, \( \mathcal{G}(i) = \{ \tilde{\theta}_1(i), \tilde{\theta}_2(i), \ldots, \tilde{\theta}_{l_i}(i) \} \).

Define \( \mathcal{G}(i) = [\tilde{\theta}_1(i), \tilde{\theta}_2(i), \ldots, \tilde{\theta}_{l_i}(i)]^T \).

Step 3) Solve problem (\( \mathcal{P} \mathcal{L}_i \)) with \( \theta_{l_i} = [\tilde{\theta}_1(i), \tilde{\theta}_2(i), \ldots, \tilde{\theta}_{l_i}(i)]^T \) to obtain an optimal solution \( (x(i), \mathbf{X}(i)) \).

Step 4) If \( i \leq I \) or \( x^T(i)Qx(i) - x^T(i - 1)Qx(i - 1) \geq \delta \), find \( \mathcal{E}(i) = \{ \theta \in \mathcal{G}(i) | \mathcal{A}(\theta)x(i) - \mathbf{b}(\theta) = 0 \} \) and go to Step 2.

Step 5) Solve problem (\( \mathcal{P} \mathcal{L}_i \)) starting from \( (x(i), \mathbf{X}(i), \theta_{l_i}) \). Denote the solution by \( (x^*, \mathbf{X}^*, \theta^*) \). Take \( x^* \) to be the solution of problem (\( \mathcal{P} \mathcal{L}_i \)).

**Theorem A2** [23]: Suppose condition (46) is satisfied. Then, the sequence \( \{x^*(i)\} \) obtained from the algorithm will converge to the solution of problem (\( \mathcal{P} \mathcal{L}_i \)). Therefore, if \( \delta \) and \( I \) is suitably chosen, then \( x^* \) obtained in Step 5 is the optimal solution of (\( \mathcal{P} \mathcal{L}_i \)).

**Remarks:**

1) As shown in [25], by solving a linear programming problem, the number of points in \( \mathcal{E}(i) \) can be reduced to no more than \( 2N + 1 \) if necessary. In case \( \mathcal{G}(i) \) as defined in Step 2) has too many points, we add to \( \mathcal{E}(i) \) only those points from \( \Theta(i) \) at which \( (x(i), \mathbf{X}(i)) \) violates the constraint most and the convergence result still holds. (See [25] for details.)

2) According to the theory of [23], problem (\( \mathcal{P} \mathcal{L}_i \)) in Step 3) of the algorithm can be solved with any starting point.

### Table VII

<table>
<thead>
<tr>
<th>Initialization of Dual Parametrization Method.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_i, i = 0, 1, 2, \ldots )</td>
</tr>
<tr>
<td>( \Theta(i) )</td>
</tr>
<tr>
<td>( \lambda_j(0), j = 1, \ldots, k_0 )</td>
</tr>
<tr>
<td>( \delta )</td>
</tr>
<tr>
<td>( I )</td>
</tr>
</tbody>
</table>

**C. Implementation**

We detail here the implementation of the dual parametrization method to solve (\( \mathcal{P} \mathcal{L}_i \)) and (\( \mathcal{P} \mathcal{L}_i \)). Table VI summarizes the mapping of the symbols from (\( \mathcal{P} \mathcal{L}_i \)) and (\( \mathcal{P} \mathcal{L}_i \)) to (\( \mathcal{P} \mathcal{L}_i \)), while Table VII summarizes the initialization of the algorithm.

**APPENDIX II**

**Proof of Theorem 1**

Clearly, for any \( p \) and \( \theta \)

\[ |\text{Re}\{\tilde{e}_p(\theta)\}| = |\text{Re}\{(\mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P}_p(\theta))\}| \]

and

\[ |\text{Im}\{\tilde{e}_p(\theta)\}| = |\text{Im}\{(\mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P}_p(\theta))\}|. \]

Therefore, we can rewrite the constraints of (\( \mathcal{P} \mathcal{L}_i \)) as follows:

\[ |\text{Re}\{(\mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P}_p(\theta))\}| \leq \tilde{e}_p \quad \text{and} \quad |\text{Im}\{(\mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P}_p(\theta))\}| \leq \tilde{e}_p, \quad \forall \theta \in [-\pi, \pi]. \]
Next, we note that (P3) requires its constraints to hold for \( \theta \in [-\pi, \pi] \), i.e., over all azimuth angles. Accordingly, we can write the constraints of (P3) equivalently as follows:
\[
\begin{align*}
\text{Re} \left\{ (-1)^p \hat{c}_{p}^\ast (\theta - \pi) \right\} & \leq \hat{\varepsilon}_p \quad \text{and} \\
\text{Im} \left\{ (-1)^p \hat{c}_{p}^\ast (\theta - \pi) \right\} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi],
\end{align*}
\]
(50)

Now, from (19)
\[
(-1)^p \hat{c}_{p}^\ast (\theta - \pi) = (-1)^p \left\{ \sum_{n=1}^N \hat{k}_{p,n} \exp \left\{ -jkr \cos(\theta - \gamma_n - \pi) \right\} e^{-j\theta} \right\} = \sum_{n=1}^N \left\{ (-1)^p \hat{k}_{p,n} \exp \left\{ jkr \cos(\theta - \gamma_n) \right\} - e^{-j\theta} \right\},
\]
(51)
Define
\[
t^*_p = (-1)^p \hat{c}_{p}^\ast.
\]
(52)
Clearly
\[
\|t^*_p\|^2_F = \|(-1)^p \hat{c}_{p}^\ast\|^2_F = \|\hat{c}_p\|^2_F.
\]
(53)

It thus follows that one can write the \( p \)th subproblem of (P3) as follows.

**Problem (P9)**:

\[
\begin{align*}
\min_{t^*_p} \|t^*_p\|^2_F \\
\text{subject to} \\
\left\{ \sum_{n=1}^N \hat{k}_{p,n} \exp \left\{ jkr \cos(\theta - \gamma_n) \right\} - e^{-j\theta} \right\} \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi].
\end{align*}
\]
(54)

However, the \((-p)\)th subproblem of (P3) is given by the following.

**Problem (P10)**:

\[
\begin{align*}
\min_{\hat{t}_{-p}} \|\hat{t}_{-p}\|^2_F \\
\text{subject to} \\
\left\{ \sum_{n=1}^N \hat{k}_{-p,n} \exp \left\{ jkr \cos(\theta - \gamma_n) \right\} - e^{-j\theta} \right\} \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi].
\end{align*}
\]
(55)
Comparing (P9) with (P10), one sees if \( \hat{\varepsilon}_{-p} = \hat{\varepsilon}_p \), then the two subproblems are identical leading to the conclusion that \( \hat{t}_{-p} = t^*_p = (-1)^p \hat{c}_{p}^\ast \).

### APPENDIX III

**Proof of Theorem 2**

We begin with the following two lemmas that can be easily proved from the array geometry.

**Lemma 1**: The array elements of an \( N \)-element UCA oriented with one element at \( \theta = 0 \) are distributed symmetrically about a line drawn from the center of the array at an angle of \( i\pi/N, i = 0, \ldots, (2N - 1) \).

**Lemma 2**: Consider the line of symmetry at angle \( i\pi/N \). The array elements are related by
\[
\gamma(n + \left[ \frac{i}{2} \right] - 1)_{\text{mod}N+1} = \gamma(1 + \left[ \frac{i}{2} \right])_{\text{mod}N+1} + 2\pi i \quad \text{mod}2\pi,
\]
(56)
where \( \gamma_n \) is the angular position of the \( n \)th array element as given by (2), and “\( A = B \) mod 2\( \pi \)” means “\( A \) mod 2\( \pi \) = B mod 2\( \pi \)”.

We next prove the following result.

**Theorem C1**: The constraints of (P3) can be written equivalently as follows:
\[
\begin{align*}
\text{Re} \left\{ e^{-j\theta} \hat{c}_{p} (\theta - \theta_0) \right\} & \leq \hat{\varepsilon}_p, \quad \text{and} \\
\text{Im} \left\{ e^{-j\theta} \hat{c}_{p} (\theta - \theta_0) \right\} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi].
\end{align*}
\]
(57)
where \( q \) is any integer and \( \theta_0 \) is any angle.

**Proof**: Recall the constraints of (P3), which we repeat as follows:
\[
\begin{align*}
\text{Re} \{ \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \text{and} \\
\text{Im} \{ \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi].
\end{align*}
\]
(58)
In Appendix II, we have already seen that (58) can be written equivalently as follows (see (49)):
\[
\begin{align*}
\text{Re} \{ (\pm 1) \cdot \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \text{and} \\
\text{Im} \{ (\pm 1) \cdot \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi].
\end{align*}
\]
(59)
Next, observe that
\[
\begin{align*}
\text{Re} \{ (\pm j) \cdot \hat{c}_p (\theta) \} & = \text{Im} \{ \hat{c}_p (\theta) \}, \quad \text{and} \\
\text{Im} \{ (\pm j) \cdot \hat{c}_p (\theta) \} & = \text{Re} \{ \hat{c}_p (\theta) \}.
\end{align*}
\]
(60)
Therefore, the constraints (58) can also be written equivalently as follows:
\[
\begin{align*}
\text{Im} \{ (\pm j) \cdot \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi] \\
\text{Re} \{ (\pm j) \cdot \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi]
\end{align*}
\]
(61) or
\[
\begin{align*}
\text{Re} \{ (\pm j) \cdot \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi] \\
\text{Im} \{ (\pm j) \cdot \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi].
\end{align*}
\]
(62)
Combining (59) with (62), we obtain the following alternate expression for the constraints of (P3):
\[
\begin{align*}
\text{Re} \{ e^{-j\frac{\pi}{2}} \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \text{and} \\
\text{Im} \{ e^{-j\frac{\pi}{2}} \hat{c}_p (\theta) \} & \leq \hat{\varepsilon}_p, \quad \forall \theta \in [-\pi, \pi]
\end{align*}
\]
(63)
where \( q \) is any integer.

The result (57) follows since the constraints (63) are to hold for all angles \( \theta \in [-\pi, \pi] \).

Here, we remark that the original constraints (58) and the alternative constraints (57) are fully equivalent in the sense...
that (58) implies (57), and (57) implies (58). We now prove
Theorem 2.

Proof (Theorem 2): Recall the expression for \( \hat{e}_p(\theta) \) which we repeat below.

\[
\hat{e}_p(\theta) = \sum_{n=1}^{N} [\mathbf{f}_p]_n \exp\{jkr \cos(\theta - \gamma_n)\} - e^{j\theta}. \tag{64}
\]

The sum in (64) is formed by adding into it terms involving \( \gamma_n \), then \( \gamma_2 \), then \( \gamma_3 \), etc. where \( \gamma_n \) is the angular position of the \( n \)-th array element. That is, we go round the UCA in an anti-clockwise direction starting from array element 1. Clearly, we can form the same sum by going round the UCA in the clockwise direction. Moreover, we can start from any element.

Consider now the array line of symmetry at angle \( i\pi/N, i \in \{0, \ldots, (2N-1)\} \) (see Lemma 1). We form the sum in (64) by going round the UCA in the anti-clockwise direction starting from the array element whose angular position is at \( i\pi/N \), or just greater than \( i\pi/N \) if there is no array element at \( i\pi/N \). This yields

\[
\hat{e}_p(\theta) = \sum_{n=1}^{N} [\mathbf{f}_p]_{(n+\lceil \frac{i}{2} \rceil -1) \mod N + 1} \times \exp\{jkr \cos\left(\theta - \gamma_{(n+\lceil \frac{i}{2} \rceil -1) \mod N + 1}\right)\} - e^{j\theta}. \tag{65}
\]

Likewise, we form the sum by going round the UCA in the clockwise direction starting from the array element whose angular position is at \( i\pi/N \), or just less than \( i\pi/N \) if there is no array element at \( i\pi/N \). This yields

\[
\hat{e}_p(\theta) = \sum_{n=1}^{N} [\mathbf{f}_p]_{(n+\lceil \frac{i}{2} \rceil -n) \mod N + 1} \times \exp\{jkr \cos\left(\theta - \gamma_{(n+\lceil \frac{i}{2} \rceil -n) \mod N + 1}\right)\} - e^{j\theta}. \tag{66}
\]

Substituting (56) into the exponential term of (65), we get

\[
\hat{e}_p(\theta) = \sum_{n=1}^{N} [\mathbf{f}_p]_{(n+\lceil \frac{i}{2} \rceil -1) \mod N + 1} \times \exp\{jkr \cos\left(\theta - \frac{2\pi i}{N} + \gamma_{(n+\lceil \frac{i}{2} \rceil -n) \mod N + 1}\right)\} - e^{j\theta} \tag{67}
\]

whereupon

\[
\hat{e}_p^* \left( -\theta - \frac{2\pi i}{N} \right) = \sum_{n=1}^{N} [\mathbf{f}_p]_{(n+\lceil \frac{i}{2} \rceil -1) \mod N + 1} \times \exp\{jkr \cos\left(\theta - \gamma_{(n+\lceil \frac{i}{2} \rceil -n) \mod N + 1}\right)\} - e^{j\theta} e^{j(1-\frac{N}{N})\pi}
\]

or

\[
\hat{e}_p^* \left( -\theta - \frac{2\pi i}{N} \right) = \sum_{n=1}^{N} [\mathbf{f}_p]_{(n+\lceil \frac{i}{2} \rceil -1) \mod N + 1} \times \exp\{jkr \cos\left(\theta - \gamma_{(n+\lceil \frac{i}{2} \rceil -n) \mod N + 1}\right)\} - e^{j\theta} \tag{68}
\]

Comparing (69) with (66), and with reference to Theorem C1, we see that we have proved (21) if \( 2p(1 - \frac{N}{4}) \) is an integer.

To complete the proof, we next show that we need only consider the lines of symmetry at angles \( i\pi/N, i = 0, \ldots, (N-1) \), since the symmetry relations (21) for \( i = N, \ldots, (2N-1) \) are identical to those for \( i = 0, \ldots, (N-1) \).

Consider the line of symmetry at angle \( i\pi/N \). Its diagonally opposite line of symmetry is at angle \( (i\pi/N) + \pi = (i+N)\pi/N \). The symmetry relation for this new line of symmetry is given by

\[
[\mathbf{f}_p]_{(1+\lceil \frac{i+N}{2} \rceil -n) \mod N + 1} = e^{-j2\pi (1 - \frac{N}{4})} [\mathbf{f}_p]_{(n+\lceil \frac{i+N}{2} \rceil -1) \mod N + 1} \tag{70}
\]

Now, suppose \( i \) is even and \( N \) is odd such that

\[
\left( 1 + \left\lfloor \frac{i+N}{2} \right\rfloor - n \right) \mod N = \left( 1 + \frac{i}{2} + \frac{N}{2} - \frac{1}{2} - n \right) \mod N \tag{71}
\]

and

\[
\left( n + \left\lfloor \frac{i+N}{2} \right\rfloor - 1 \right) \mod N = \left( n + \frac{i}{2} + \frac{N}{2} + \frac{1}{2} - 1 \right) \mod N. \tag{72}
\]

Substituting \( n = n' - (N/2) - (1/2) \), we get

\[
\left( 1 + \left\lfloor \frac{i+N}{2} \right\rfloor - n \right) \mod N = \left( 1 + \frac{i}{2} + N - n' \right) \mod N \tag{73}
\]

and

\[
\left( n + \left\lfloor \frac{i+N}{2} \right\rfloor - 1 \right) \mod N = \left( n' - \frac{i}{2} - 1 \right) \mod N. \tag{74}
\]

The symmetry relation (70) can thus be written, for \( i \) even and \( N \) odd, as

\[
[\mathbf{f}_p]_{(1+\lceil \frac{i}{2} \rceil -n') \mod N + 1} = e^{-j2\pi (1 - \frac{N}{4})} [\mathbf{f}_p]_{(n'+\lceil \frac{i}{2} \rceil -1) \mod N + 1} \tag{75}
\]
which is identical to the original symmetry relation (21). Using a similar technique, we can derive (75) for $i$ and $N$ both even, $i$ odd and $N$ even, and $i$ and $N$ both odd. This completes the proof.
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