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Abstract—It is shown that the use of chaos shift keying (CSK) with a transmit diversity technique such as beamforming and space-time coding can provide a secure communication link with improvement in the system error performance. Spreading sequences that are used to scramble data in spread spectrum (SS) systems can be generated using a single mathematical relationship of a chaotic generator. These chaotic sequences are very difficult to predict over long-term chaotic patterns unless the exact initial condition of the chaotic generator is known, providing security. On the other hand, beamforming and orthogonal space-time block coding (OSTBC) transmit diversity techniques are known to provide optimal transmitting structures for communication systems, especially if combined. Based on the signal angle-of-arrival (AoA) estimates, the channel correlation matrix can be constructed, and it is shown that signal transmission of OSTBC codes in the eigen-modes of this matrix gives an effective array weighting gain which improves system error performance without sacrificing any diversity and coding gain. A performance study of CSK with beamforming and space-time encoded is carried out in this paper.

I. INTRODUCTION

A high secure physical communication link with an optimum bit-error-rate (BER) performance is required due to the increased criminal activities that attack privacy in both wired and wireless communication systems. Conventionally, spread spectrum (SS) communication is produced by directly multiplying the information bits (in the time domain) with a known spreading sequence running at a much higher rate, to spread the information over the bandwidth of the transmitted signal. The spreading sequence can be generated using a pseudo-random noise generator or some specially-designed code generator. However, these generators produce repeating sequences and lead to a very predictable fashion which reduces the system capacity and security. Recent research suggested the use of chaos generator to target the security drawback for spread spectrum communication. [1], [2].

To provide a secure communication channel, a chaos generator can be used to generate chaos shift keying (CSK) sequences [1], where different sequences can be generated using the same generator but with different initial conditions. These sequences have the auto- and cross-correlation properties requested by spread spectrum systems. The beauty of chaos generator bifurcation behavior can provide a security aspect to the system, where the chaotic sequence is very sensitive to the initial condition chosen. An exact value must be known in the receiver side to be able to demodulate the transmitted CSK signal.

In order to enhance the error-rate performance of this secure chaos communication, the adaptive transmission scheme proposed in [3] is used. To combine CSK with the adaptive transmission scheme in [3], we first encode the chaos chip-symbols into orthogonal space-time block codewords and transmit these codewords in the eigen-directions of the wireless channel to provide diversity in the spatial domain. In this work, we also investigate the performance improvement from such combination over a macrocell channel model that is originally proposed in [4] and proved to be a realistic model.

This paper is organized as follows. Section II describes the general CSK modulation and demodulation technique. Section III explains the process of OSTBC encoding of chaos chip sequences. Section IV describes the wideband frequency-selective channel and the spatial correlation model that is used in our simulation. Section V provides an overview of eigenbeamforming technique. Section VI shows the overall system, received signal model, maximum likelihood decoding rule for OSTBC matrices, and simulation results. Conclusion is then delivered in Section VII.

Notation used: $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^H$ are complex conjugate, vector transposition, and Hermitian transposition, respectively. $\| \cdot \|_F$ is the Frobenius norm; $\sqrt{\mathcal{A}}$ stands for Hermitian square root of matrix $\mathcal{A}$; finally, capital (small) bold letters represent matrices (vectors).

II. CHAOS SHIFT KEYING

The simplest chaos shift keying modulation technique is to transmit a one-bit information using a pair of chaotic generated sequences ($g_1$ and $g_2$) [5]. For the data bit ($\alpha_l = \pm 1$) during the $l$th bit period, $g_1$ sequence is radiated from the transmitter, and for ($\alpha_l = -1$), $g_2$ sequence is transmitted. The spreading factor ($SF$) is the length of a chaotic sequence to be transmitted for one chaotic symbol. The output of the CSK transmitter is $c_k = \alpha_l g_{v,k}$, $v$ decides which chaos sequence to be send. In this work, the chaotic sequences for CSK (i.e., $g_1$ and $g_2$) are generated using the same chaotic generator with the same initial condition but multiplied by two different constants. The two chaotic sequences are related as $g_1 = -g_2$. Other methods such as using two different chaotic generator or using two different initial conditions for the same
chaotic generator are not used in here. The demodulation process for CSK is a simple coherent correlator at the receiver as shown in Fig. 1.

We use the simplest chaotic logistic maps for generation of chaotic sequences as in [6]

\[ g_{n+1} = 1 - 2g_n^2 \]  

which has the invariant probability density function [6], [7]

\[ \rho(g) = \begin{cases} \frac{1}{\pi\sqrt{1-g^2}}, & \text{if } |g| < 1 \\ 0, & \text{otherwise} \end{cases} \]  

III. OSTBC ENCODING

At the output of CSK modulator, a series of \( N_s \) chip sequences are first converted into parallel streams before the OSTBC encoding process, each stream containing \( SF \) chip-symbols, where \( SF \) is the spreading factor in the CSK modulation function. In this paper we made the choice of \( N_s \) streams dependent on the OSTBC encoding matrix used. The OSTBC encoding of these streams of chip-symbols is done by taking one chip-symbol in each stream as the input symbol and then format these chips into a codeword matrix. Thus, the \( SF \) codeword matrices are constructed from these \( N_s \) input streams.

Denote the \( p^{th} \) output codeword matrix as \( C_p \in \mathbb{C}^{N_t \times N} \), which has \( N_t \) spatial dimensions and spans across \( N \) chip-symbol intervals. Since the number of baseband constellation points is finite, there is a limited number of possible OSTBC codeword matrices that can be generated; we denote this finite set as \( \mathbf{C}_p \in \mathbb{C}^{N_t \times N} \). Suppose that \( N_s \) input chip-symbols, which we collect into a row vector \( s_p = [c_{1,p}, \ldots, c_{m,p}, \ldots, c_{N_s,p}] \), are used to generate \( C_p \) by formatting \( s_p \) with an encoding matrix \( G_p \) such that \( G_p : s_p \rightarrow C_p \). According to [8], such encoding process can be mathematically expressed as

\[ C_p = \sum_{m=1}^{N_t} [c_{m,p}A_m + c_{m,p}^*B_m] \]  

which are then split into a set of \( N_t \) parallel symbol sequences and transmitted during \( N \) chip intervals. The \( \{A_m, B_m\} \) are matrices designed to satisfy the orthogonality condition that is well documented in both [8] and [9] as

\[ C_pC_p^* = \sum_{m=1}^{N_t} |c_{m,p}|^2 I_N, \]  

where \( (\cdot)^* \) denotes the complex conjugate and \( I_N \) is an identity matrix of size \( N \).

Since data symbols are ST block encoded in the proposed transmission structure, we regard all signal transmissions under consideration here as block transmissions. In the well-known STBC of [10], a different ST block encoding matrix requires different number of input chip symbols for different number of transmit antennas. The OSTBC encoding matrix \( G_4 \) that we used for our system simulation is given by [10]

\[ G_4 = \begin{pmatrix} s_1 & s_2 & s_3 & s_4 \\ -s_2 & s_1 & -s_4 & s_3 \\ -s_3 & s_4 & s_1 & -s_2 \\ -s_4 & -s_3 & s_2 & s_1 \\ s_1^* & s_2^* & s_3^* & s_4^* \\ -s_2^* & s_1^* & -s_4^* & s_3^* \\ -s_3^* & s_4^* & s_1^* & -s_2^* \\ -s_4^* & -s_3^* & s_2^* & s_1^* \end{pmatrix} \]  

which is employed for systems with \( N_t = 4 \).

IV. CHANNEL MODEL

Assume that the system operates in a typical cellular communication scenario where the base station (BS) antennas are placed at the building roof-top in an unobstructed environment and the mobile station (MS) is located at the street level surrounded by dense distribution of local scatterers. It is stated in [11] that signal transmission in such an environment over a multipath channel leads to uncorrelated signal paths arriving at the MS but there would be partial correlation in the spatial domain at the BS. These propagation assumptions are normally used to model macrocell operation. Assume that a uniform linear array (ULA) configuration is used for \( N_t \) BS antennas with a spacing of \( d \) meters. The transmit spatial correlation matrix is defined in [12] as

\[ R_t = \frac{1}{L} \sum_{\ell=1}^{L} a(\theta_t)\alpha^{H}(\theta_t), \]  

where \( L \) denotes the number of dominant resolvable paths and \( a(\theta_t) := [1, e^{j\beta}, e^{j2\beta}, \ldots, e^{j(N_t-1)\beta}]^T \) is the array propagation vector for the \( \ell^{th} \) tap with an angle-of-arrival (AoA) of \( \theta_t \) impinging on the BS ULA. \( \beta = [2\pi \cdot d \cdot \sin(\theta_t)]/\lambda \), \( \lambda \) being
the carrier frequency wavelength. In general, \( R_t \) is an non negative-definite Hermitian Toeplitz matrix of the form

\[
R_t = \text{toeplitz}(1 \ R_{12} \ R_{13} \ldots \ R_{1N_t}),
\]

where \( R_{uv} \) is the spatial correlation between signals from \( u \)th and \( v \)th antennas. Eigenvalue-decomposition (EVD) of \( R_t \) can be expressed as \( VR_tV^H = \Lambda \), where \( V = [v_1, \ldots, v_{N_t}] \) is a unitary matrix with columns that are the eigenvectors and \( \Lambda = \text{diag}[\omega_1, \ldots, \omega_{N_t}] \) is a diagonal matrix contains the corresponding eigenvalues.

We consider multi-input multi-output (MIMO) frequency-selective channel between the transmitting and receiving antennas. Following [13], this underlying frequency-selective channel can be modelled as a tapped delay line that represents an \( L \)th order finite-impulse response (FIR) filter whose coefficients are \( \tau \)-samples of the impulse response \( \{h_{i,j}(\tau; t)\} \) of the channel corresponding to the \((i,j)\)th receive-transmit antenna pair

\[
h_{i,j}(\tau; t) = \sum_{\ell=1}^{L} \alpha_{i,j}(\ell; t) \delta(\tau - nT),
\]

where \( t \) represents time, \( \tau \) is the time-delay, \( \alpha_{i,j}(\ell; t) \) is the \( \ell \)th path complex fading coefficient, \( \delta(\cdot) \) is the Dirac delta function, and \( nT = \ell/W \) is the delay of the \( \ell \)th path. Thus, the channel impulse response includes the channel fading effect and the relative delay spread of the multi-paths. Denote the discrete-time baseband equivalent impulse response vector as \( h_{i,j}[n] = [\alpha_{i,j}(1; nT), \ldots, \alpha_{i,j}(L; nT)] \) for the \( n \)th chip interval, where \( T \) is the total time duration of one OSTBC codeword. In this paper, \( \{\alpha_{i,j}(\ell; nT)\} \) are modelled as correlated circularly symmetric complex Gaussian random variables with zero mean.

Let us denote the correlated MIMO channel impulse response matrix for the \( p \)th OSTBC codeword block as \( H[n;p] \in \mathbb{C}^{N_r \times N_t} \). The \((i,j)\)th element, which represents the subchannel gain between the \( i \)th receive antenna and the \( j \)th transmit antenna, is defined as

\[
h_{i,j}[n;p] := \sum_{\ell=1}^{L} \alpha_{i,j}(\ell; nT).
\]

According to [11], we can also express the channel matrix as \( H[n;p] = \tilde{H}[n;p] \sqrt{R_t} \), where \( \tilde{H}[n;p] \) can be thought of as a pre-whitened channel matrix with independent circularly symmetric complex Gaussian random variables from \( \mathcal{CN}(0, \sigma_n^2) \). Furthermore, quasi-static fading is assumed throughout the duration of one STB codeword length (i.e., if \( N \) is the length of the \( p \)th codeword, then \( H[1;p] = H[n;p] \mid n = 1, \ldots, N \)), but fading may vary from one block to another. Therefore, the timing index \( n \) will be dropped and \( H[n;p] \) will hereafter be written as \( H_p \).

V. ADAPTIVE EIGEN BEAMFORMING

In enhancing the received signal-to-noise ratio (SNR) and thus the probability for correct detections of transmitted OSTBC codeword, signal transmission in the eigen-modes of the correlation matrix, eigen weight mapping is performed across the space dimension of the OSTBC codeword \( C_p \) prior to transmission as in [3]. Mathematically, it can be expressed as \( W^H C_p \), where \( W = [w_1, \ldots, w_{N_t}] \) is the eigen weight mapping matrix and \( w_j = v_j \) for transmitting \( N_t \) orthonormal beams in the direction of the dominant multipaths seen by the transmitter.

VI. SYSTEM SIMULATION

The system diagram in Fig. 2 showed the proposed transceiver structure with CSL modulator, OSTBC encoder, and eigen weight mapper at the transmitter. The transmitted signal is corrupted by frequency selective rayleigh fading (for microcell wireless channel) before arriving at the receiver.

At the receiver, OSTBC codeword signals are received from \( N_r \) antennas. The discrete time baseband equivalent expression of the received signal has the form

\[
Y_p = \tilde{H}_p \sqrt{R_t} W^H C_p + E_p,
\]

where \( E_p \) is the receiver noise matrix and its elements are modelled as uncorrelated white Gaussian random variables taken from \( \mathcal{N}(0, \sigma_n^2) \).

In order to perform OSTBC codeword decoding, channel estimation is needed to be performed first by correlating the embedded pilot symbols sent with the data signal with a prior known sequence. The estimation results from \( N_r \) receive antennas are then fed into the maximum likelihood decoder (MLD) for the OSTBC codeword decoding. The general decision matrix for the evaluation of transmitted data can be written as

\[
\hat{C}_p = \arg \min_{C_p \in Y_p} \|Y_p - \tilde{H}_p \sqrt{R_t} W^H C_p\|_F^2.
\]

A more specific decoding algorithms can be found in [10] for various sizes of OSTBC encoding matrices. The final state to
Fig. 3. BER vs Eb/No performance for CSK with eigen-beamforming and OSTBC, Nr=1, 4-tap correlation, and $SF = 16$.

Fig. 5. BER vs Eb/No performance for CSK with eigen-beamforming and OSTBC, Nr=1, 4-tap correlation, and $SF = 64$.

Fig. 4. BER vs Eb/No performance for CSK with eigen-beamforming and OSTBC, Nr=1, 4-tap correlation, and $SF = 32$.

Fig. 6. BER vs SF performance for CSK with eigen-beamforming and OSTBC, Nr=1, 4-tap correlation, and Eb/No = -5 dB.

recover the original bit stream signal is only a simple parallel to series conversion on the $\hat{C}_p$ then passed thought a CSK demodulator (simple correlator) as described in Section II.

In order to simulate the proposed transmission structure in frequency-selective Rayleigh fading channels, the following parameters and simulation assumption were adopted: BPSK baseband modulation is used, the spatial channel correlation is modelled using the Macrocell GBHDS channel model in [4], $G_4$ encoding matrix in [9] is utilized for OSTBC codeword construction, and hence $N_t = 4$, $N_r = 2$ were employed.

Figs. 3 - 5 show the BER performance of CSK with eigen-beamforming and OSTBC for different spreading factors. As expected, combining eigen-Beamforming with OSTBC in CSK will outperform those systems without any diversity technique, or systems with only OSTBC. Generally, at low Eb/No, the performance gain is more dependent on the coding gain of OSTBC, else at higher Eb/No, the gain is more dependent on the diversity gain. Comparing the BER ranges in Figs. 3 - 5, we can see that an increase in the spreading factor will lead to a better BER performance. However, Fig 6 does show that there is a convergence point where increasing $SF$ will not provide much different performance gain. Hence, choosing the $SF$ should be carefully considered, keeping in mind that increasing $SF$ will increase the processing time. The optimum value in this case is around $SF = 100$. It is also noted that, a lower value for $SF$ can be used when diversity technique is deployed.

VII. CONCLUSIONS

A secure communication with diversity technique is proposed in this paper. The use of a chaotic generator for spreading can provide a more secure communication than
using the conventional digital spreading. The scheme is combined with space-time coding and eigenbeamforming, giving a much lower bit error rate and hence, increased security. The proposed scheme can be used in wireless communication systems where security is the concern. To enhance the security performance, a larger spreading factor can be used, but it is shown that there is a threshold for this increase, after which no BER performance advantage can be obtained.
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